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Abstract 

 

Remote sensing is of great interest for the study and characterization of the vegetation and of the agricultural crops, in 

order to monitor them and to develop predictable patterns regarding the evolution of the crops and also for the purpose 

of the decision making process in real time. This paper aims to perform a qualitative and quantitative analysis between 

the supervised and unsupervised methods of classification of satellite imagery. In this context, a Rapid Eye satellite 

image was used at a 5m resolution taken from the www.planet.com platform from May 2016, which underwent complex 

preprocessing and processing operations to retrieve useful information about to the vegetal cover. The studied area is 

within the Experimental Didactic Station of BUSAMV Timisoara. Supervised classification was based on the Maximum 

Likelihood algorithm and the unsupervised was based on the ISO DATA algorithm. The Rapid Eye scene was process 

with ArcGIS v. 10.5 software. 
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INTRODUCTION 

 

All methods based on satellite techniques are 

very often used in the analysis and 

characterization of the terrain and the vegetal 

cover (Gitelson 2004, Thenkabail et al., 2007, 

Herbei et al., 2015, Sala, 2011).  

The characterization of the vegetal cover can 

be done both on the basis of the specific 

absorption, reflectivity and emitting properties 

(Sala et. al., 2016), as well as on the basis of 

certain indices calculated from the spectral 

information contained in the satellite imagery 

(Thenkabail et al., 2002, Huang et al., 2013, 

Herbei et al., 2015). 

The classification of satellite imagery, based on 

analysis and group distribution of pixels with 

similar spectral properties for brightness value, 

provides high image analysis accuracy and 

implicitly represented areas (Akgün et al., 

2004). 

The constellation of five RapidEye satellites 

differs from other geospatial satellite providers 

in their unique ability to acquire daily high-

resolution, high definition image data 

(https://www.satimagingcorp.com/satellite-

sensors/other-satellite-sensors/rapideye/). 

RapidEye imaging capabilities can be applied 

to a range of industries such as agriculture, 

forestry, oil and gas exploration, engineering 

and construction, governments, cartography 

and mining. The RapidEye system collects 4 

million square kilometers of data per day at a 

nominal ground resolution of 6.5 meters. Each 

satellite has been designed for a mission life of 

at least seven years. All five satellites are 

equipped with identical sensors and are located 

in the same orbital plane. The satellite images 

that form the basis for generating action plan 

maps, if used in the background of intelligent 

cadastral vector data, can improve the details of 

thematic maps as well as action plan maps. It 

also helps to monitor land cover changes 

(Smuleac et. al., 2013) that can be identified by 

detailed procedures for detecting changes and 

implemented within the GIS mapping project 

(Smuleac et. al., 2016). 

Because the RapidEye system was designed to 

serve the agricultural and forestry markets, the 

Red Edge tape was chosen as part of the 

RapidEye Spectral Band Set. Over the years, 

several studies have confirmed the value of the 
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Red Edge band. The red band is located 

spectrally between the red band and the NIR 

band without overlapping. In a typical spectral 

response of green vegetation, the red ribbon 

covers the spectrum portion where the 

reflection increases drastically from the red 

portion to the NIR plateau. 

The RapidEye multispectral system acquires 

images in 5 spectral bands, each with a 

different pixel resolution (or GDS ground 

sampling distance) of 6.5 m at the top, as 

shown in the following table: 

 
Table 1: RapidEye Satellites Spectral Bands 

Band wavelength 

Blue 440-510nm 

Green 520-590nm 

Red 630-685nm 

Red Edge 690-730nm 

Near-Infrared 760-850nm 

 

Many studies have suggested that the Red Edge 

band is capable of providing additional 

information to identify plant types, nutrition 

and health, and to characterize plant coverage 

and abundance among other characteristics 

(Kross et. al., 2015, Herbei and Sala, 2016). 

 

MATERIAL AND METHOD 

 

The study area is located in the western part of 

Romania, in Timisoara and represents a part of 

the BUSAMV Timisoara Experimental Station 

(Figure 1), which we want to study. The land 

spreads over approximately 1,300 ha. 

From the www.planet.com database a Rapid 

Eye scene was downloaded at a 5m resolution 

from May 2016 and contains the 5 spectral 

bands: Red, Green, Blue, Red Edge and NIR. 

This scene was analyzed in a digital 

environment (ArcGIS 10) (Herbei, 2015), and 

underwent complex mathematical operations 

(Herbei and Sala, 2014). 

This research has used technology based on 

satellite imagery for classification of land 

cover. 

By classifying satellite imagery, the analyst 

tries to classify the features of objects or 

phenomen in a satellite image using visual 

interpretation elements to identify 

homogeneous pixel groups that represent 

different features or classes of field coverage in 

the area of interest. 

 
Figure 1. Area of interest 
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In the classification of digital images (Kokalj 

and Oštir, 2007), the spectral information 

represented by digital numbers in one or more 

spectral bands is used, and each pixel is framed 

based on this spectral information, the main 

objective being to assign all the pixels in the 

image to certain classes or themes, for 

example: water, coniferous forest, deciduous 

forest, corn, wheat, etc (Kumar, 2004).The 

spectral classification aims at objectively 

mapping areas of the image that have 

radiometric (reflective and / or emissivity) 

similar characteristics. Depending on the 

purpose and the required accuracy, two types of 

classification are used: 

• unsupervised (automated by statistical means) 

• supervised (spectral classes are associated 

with some characteristics identified by 

photointerpretation on the image) (Iosub, 

2012). 

In the supervised classification of digital 

image, field object objects are known in 

advance on certain restricted areas of the image 

(areas called test areas or sites). These areas 

fall into patterns, and then rules are developed 

to be extended to the unknown portions of the 

image. In other words, the user identifies some 

areas on the image that are characteristic of 

each set of established details. 

Maximum likelihood classification, equation 

(1), assumes that the statistics for each class in 

each band are normally distributed and 

calculates the probability that a given pixel 

belongs to a specific class. Unless you select a 

probability threshold, all pixels are classified. 

Each pixel is assigned to the class that has the 

highest probability (that is, the maximum 

likelihood). If the highest probability is smaller 

than a threshold you specify, the pixel remains 

unclassified (Richards, 1999). 
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where: 

i = class 

x = n-dimensional data (where n is the number 

of bands) 

p(ωi) = probability that class ωi occurs in the 

image and is assumed the same for all classes 

|Σi| = determinant of the covariance matrix of 

the data in class ωi 

Σi-1 = its inverse matrix 

mi = mean vector 

1.1.1. Unsupervised Classification 

In this approach, the computer analyzes all the 

spectral signatures of all the pixels in the image 

and identifies areas with pixels that have 

similar values. The user may impose 

classification criteria (number of classes, 

number of iterations) to allow for homogeneous 

and differentiated groups.The algorithms 

underlying the automatic classification depend 

primarily on the spectral characteristics of the 

pixel, unlike the size, texture and shape, which 

are the characteristics of the objects on which 

the visual interpretation is based. 

The ISO DATA algorithm, developed by 

Geoffrey and Hall (1965), uses the minimum 

spectral distance formula for cluster formation 

and clustering, based on the Euclidian distance 

equation (Swain and Davis, 1978; Melesse and 

Jordan, 2002). 

 

 (2) 

where:  

n - number of bands,  

i - band number; 

c - particular class 

 - data file value of pixel x, y in band i; 

 - mean of data file values (digital numbers) 

in and i for the sample the class c; 

 - spectral distance from pixels x, y to the 

mean of class c. 

 

RESULTS AND DISCUSSIONS 

 

For the analysis of the territory and the vegetal 

cover, the classification process involved the 

grouping of pixels in the composition of digital 

images in terrain coverage classes in relation to 

the spectral properties. The analysis of the 

territory and the structure of the agricultural 

crops was based on the Rapid Eye satellite 

images and the ArcGIS 10 software. Maximum 

Likelihood and ISODATA algorithms were 

used for this purpose. 

The present study used satellite imagery 

obtained with the RapidEye satellite system. 

The first map is made by combining three 

spectral bands, 3-2-1 (Red-Green-Blue).  
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This color composition is the closest to real 

colors, those perceived by the human eye. 

Ensures easy recognition of environmental 

components, for example, healthy vegetation is 

green, roads are gray (Figure 2). 

It is noticed that there are more shades of green 

on the plot, indicating that there are several 

types of crops. Green tones depend on 

vegetation reflection (Rouse et. al., 1974). This 

combination of bands is, however, inadequate 

in the analysis of vegetation due to the absence 

of an infrared band in which the vegetation has 

the maximum reflection. 

The second map is derived from the 

combination of Spectral Strips 5-3-2 (NIR-

Red-Green). It's a false-color image which 

makes the colors on the image no longer match 

those perceived by the human eye for certain 

environmental components. For example, 

vegetation is easily detected, which is 

identified by different shades of red, depending 

on the plant type. 

 

 

 

 

Figure 2. The Study Area in natural colors and false-colors 

 

Because vegetation has maximum reflectivity 

in the infrared, the description of the area of 

interest through the two classification methods 

(supervised and unsupervised) is based on the 

false-color satellite image obtained by 

combining the 5-3-2 bands. 

For the supervised classification of the satellite 

image, the Maximum Likelihood algorithm will 

be used in the paper. This algorithm is based on 

two principles: 

• The cells of each class within the 

multidimensional space are normally 

distributed; 

• Bayes decision making theorem. 

The tool considers both class signature 

variations and covariances when assigning each 

cell to one of the classes represented in the 

signature file. Assuming that the distribution of 

a class sample is normal, a class can be 

characterized by the average vector and 

covariance matrix. 

 

Considering these two characteristics for each 

class of cells, the statistical probability is 

calculated for each class to determine cell 

membership in the class.When specifying the 

default equal option for apriority weighting, 



 

119 

each cell is assigned to the class at which it is 

most likely to be a member. 

Once class statistics are defined, image samples 

are ranked according to distance from 

classroom. Each sample is assigned to the class 

with the minimum distance. The distance itself 

is reduced according to the maximum rule of 

Bayes probability. 

Practically, the Maximum Likelihood 

algorithm: 

• It's based on probability 

• Assume that all classes have a normal 

distribution (Gaussian) 

• Spectral variance and co-variance is 

denoted for each class 

• Classes can be statistically modeled 

using an average vector or co-variance 

matrix 

• Each pixel is assigned to the class with 

the highest probability of membership 

Three stages are distinguished in the supervised 

classification process: 

- training stage - in which the selection of 

the features best describing the object / 

phenomenon (Figure 3) 

- the stage of the actual classification 

(decision stage) - in which the 

appropriate method of comparison of 

the training elements (from the previous 

stage) 

- Conformity assessment of the 

classification (final stage). 

The training stage is the stage in which areas of 

interest are selected, groups of pixels with 

homogeneous geographic features 

(construction, water, forests, etc.) and a digital 

number with close values, of great importance 

in terms of quality classification. 

Areas of interest are created by manual 

digitization, forming polygons of representative 

pixel groups with a best distribution within the 

image (to highlight some qualitative 

differentiations that may occur within a class). 
 

 

Figure 3. Supervised classification – Training stage 

 

The analyst's experience and analytical 

capacity are very important, and these traits 

depend on the final outcome of the 

classification. 

Once areas of interest have been established, 

classification can be made based on specific 

algorithms (Figure 4). 

The "decision", as this stage is called, refers to 

the choice of the optimal algorithm, on which 

the quality of the result obtained depends. 

 
 

  
Figure 4. Supervised classification – Raster and vector 

 

In this paper, for the unsupervised 

classification of maps obtained through the 

RapidEye satellite system, the ISODATA 

classification algorithm was used.This 

ISODATA algorithm does not require prior 

knowledge of the area studied by the operator. 

It also does not need to know the number of 

clusters because the algorithm divides and 

merges the clusters according to user-defined 

threshold values for the parameter, and the 
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algorithm runs more iterations on the computer 

until the thresholds are reached. 

This algorithm works in the following way: 

 Cluster centers are randomly placed and 

pixels are allocated based on the 

shortest distance from the center 

method; 

 The standard deviation in each cluster 

and the distance between the cluster is 

calculated by the centers 

 The next iteration is done with the new 

cluster centers. 

 Other iterations are performed up to: 

• Intermediate mean distance drops below the 

threshold defined by the user, 

• average change in center the distance between 

iterations is less than the threshold, or reached 

• the maximum number of iterations is reached 

Clusters associated with less than the minimum 

number of pixels specified by the user are 

deleted and the single pixels are either 

reclassified and placed in another class, or 

ignored and named as unclassifiable. 

Practically, when the Iterative Self Organizing 

Data Analysis algorithm (ISODATA) is 

used the standard deviation for clusters is 

calculated and after n iterations: 

• Classes can be combined 

• Classes can be divided 

• Classes can be deleted 

After each iteration, the percentage of pixels 

remaining in the same class is calculated 

(Figure 5). 

 

  

Figure 5. Unsupervised classification – Raster and vector 

CONCLUSIONS 

 

The imaging analysis based on Rapid Eye 

satellite imagery through supervised and 

unsupervised methods has made it easier to 

classify land and crops in the studied area with 

high precision. Methods can be promoted and 

used to monitor crops and land use. 

From the analysis of the satellite imagery 

through the methods used, the surfaces of the 

cultures in the Didactic Resort of the 

BUSAMV Timisoara were obtained with high 

precision. The crop structure and cultivated 

areas are shown in the Figure below. 

Following the classifications, there is a 

difference in the measured area (Figure 6, 

Figure 7). 

 

Figure 6. Supervised and Unsupervised areas in hectares 

 

Unsupervised classification has the following 

advantages and disadvantages: 

Advantages: 

• Does not require knowledge of the 

analyzed region 

• Human errors are minimized 



 

121 

• Pixels are spectrally separated 

• The analyst has control over the number 

of classes, iterations, etc. 

Disadvantages: 

• The grades obtained do not accurately 

reflect the categories in the field 

• Limited control over class identity 

• Spectral properties of classes can 

change over time 

Supervised classification has the following 

advantages and disadvantages: 

Advantages: 

• Class identity control 

• Specific classes with certain identities 

• The grades obtained reflect the 

categories in the field 

• Classification errors can be detected 

Disadvantages: 

• The analyst requires classification 

• Regions of interest are generally related 

to field information and not to spectral 

properties 

• Interstitial regions may not be 

representative 

• Getting the regions of interest calls for 

time. 

For security, it is necessary to analyze and 

process digital images to make pixel 

corrections in line with field reality, with some 

alterations being generated by the climatic 

conditions at the time of taking the images. 

 
Figure 7. Structure of crops and cultivated areas 
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